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ABSTRACT
Gender equality initiatives are often faced with a problem: In order
to determine whether initiatives are successful the gender of indi-
viduals in the target group must be known. As self-identification
inherently has the problems that individuals have to respond and
results may, therefore, be biased and incomplete, the temptation
to use automated gender identification methods is evident. In the
scientific literature, multiple sources ranging from the individual’s
name, their social media choices, biological features (e.g., brain
scans or fingerprints), to texts attributed to the individual are used
for automated gender identification with varying success. In this
paper, we systematically inspect scientific publications for gender
prediction based on textual data which are published between Janu-
ary 2017 and January 2019 in order to determine if such approaches
may supply viable means to reliably determine an author’s gender.
However, we find that the best approach in the current state-of-the-
art works with an accuracy of only 93.4%. Moreover, we discuss the
possible harm that gender identification systems might entail due
to their inaccuracy and also given that they are assuming a binary
gender model. We conclude that gender identification based on
textual data is currently no reliable substitute for self-identification.
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1 INTRODUCTION
Gender identification (or sometimes gender detection) is an active
field of research in machine learning and artificial intelligence. The
idea is that based on an artifact (e.g., text, voice recording, image)
a trained machine can predict the gender of the person behind
that artifact. The results of such a prediction are already used on
websites to target advertisement based on gender. This may create
perception biases and may proliferate gender stereotypes.

Gender-API.com — a paid service for gender identification based
on the name and location of a person — is reporting over 20 mil-
lion queries per month by March 2018. There are multiple services
like this available which have easy-to-use support for multiple lan-
guages. These services are based on name databases which have
been constructed using automated learning steps as well as manual
work. Karimi et al. [12] have inspected these services and databases
and found their accuracies ranging from 74% to 91%. This means
that even the best approach is incorrectly predicting a person’s gen-
der in 9% of all cases. Santamaría and Mihaljevic [21] report that
when combining three online services they were able to reach an ac-
curacy of 98%, while, however, leaving roughly 25% of their dataset
unclassified. Another problem we (and others [8, 13, 21]) see is the
implicit assumption of a binary gender model which discriminates
against persons of non-binary genders. Moreover, the given name
of a person might not be available. Various collaborative platforms
on the Internet (e.g., GitHub) do not require the actual name but
rather rely on pseudonyms. In order to make gender identification
more robust against these issues, style-based analysis of a user’s
provided textual artifacts is considered as an alternative [22].

In this paper, we systematically review the scientific literature
on gender identification and compare the accuracy of machine-
learning approaches for gender recognition relying on textual ar-
tifacts. The idea of such machine learning based approaches is to
take textual input the user provides over time to query a trained
machine for the gender. There are other approaches that aim to
determine gender by still images [11], video, or audio data, which
we are not inspecting in this paper.

We found that the best approach currently available reaches an
accuracy of 93.4%. While the technical effort necessary to reach
this accuracy is indeed impressive, the resulting accuracy is still
forbiddingly low for many use cases as 7 out of 100 persons will
be misgendered with this approach. This number may seem low at
first glance, but in cases where the access to services or events is
restricted based on the outcome of this classification, these accuracy
rates might significantly impede misclassified individuals’ social
inclusion. For other approaches, accuracies vary between 61% and
80% which is very close to random guesses in a binary model. This
will negatively impact the validity of any study conducted on the
basis of this prediction.
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We also discuss the impact of the approaches and critically re-
flect on the implications such systems might have on society when
adopted in industry. The effect of the proliferation of gender stereo-
types when such approaches are used for marketing or business
decisions is not negligible. Moreover, the use of a binary gender
model automatically discriminates against people identifying as
non-binary. Given the state of the art and the ethical considerations
presented here, we conclude that such services cannot be used as
the basis for scientific studies or statistical surveys either.

2 METHODOLOGY
To identify work in this area, we conducted a light-weight litera-
ture search following the approach from Kitchenham et al. [14],
however, in a very reduced version. We used the DBLP database as
a single source for scientific work and limited our study to works
published between January 2017 and January 2019. We have cho-
sen this timeframe to capture the state of the art in the field. We
only considered journal, conference, or workshop articles. The key-
words used were "gender recognition", "gender detection", "gender
identification", and "gender inference". We only considered those
publications that used text as input regardless of the source of that
text.

In total, our search resulted in 215 papers across the three years
of coverage. We filtered papers irrelevant to our analysis, i.e. any
systems that do not involve some form of gender recognition based
on textual input, by reading title and abstract. During this process,
we encountered several approaches that were taking part in gender-
identification competitions at PAN 2017, PAN 2018, IberEval 2017,
and RusProfiling 2017. We decided to include all other entries from
these four competitions into our sample set as well, finally arriving
at a total of 59 approaches that require further analysis and classifi-
cation. We classify each approach in terms of four categories. We
investigate which sources for training and test data were used. We
further provide the reported accuracy values for each tool. Lastly,
we determine the underlying gender model made use of in each
of the approaches. For brevity’s sake, we abstain from showing all
approaches partaking in the four competitions. Instead, we provide
the best approach for each individual discipline. We rely on the
author’s presentation of the experiments they conducted and did
not attempt to reproduce them.

3 RESULTS
In Table 1, we list all approaches and our classification of them. In
the following summary, we only selectively cite approaches of the
four competitions that stand out as most of them are similar with
respect to our analysis categories. We refer interested readers to the
four respective summary papers of the four challenges [16, 18, 19,
24]. All approaches follow a standard machine-learning approach
on textual input. First, they tokenize the input texts. Those using
social-media posts as input, also replace special-purpose words
such as user names or hashtags with generic markers. The pre-
processed input is then processed by machine-learning algorithms
for classification, ranging from (deep) neural networks to support-
vector machines [24]. The models are finally applied to a test set
for evaluation.

We first observe that none of the gender-detection approaches
accounts for non-binary genders. A majority of the papers outright
states that they view gender as a binary classification problem [5,
18, 19, 24], for others, it is more implicit. Given this limitation, we
will, in the following, evaluate these systems with respect to their
own goal of classifying people into two gender categories.

Most approaches, including the competitors in the four gender-
identification challenges mentioned above, use tweets and other
social media posts as input. Their accuracy levels range from sin-
gle digit to high double digit numbers, with the best ones usually
around 80% to 85%. To put this into context, even those approaches
misgender around two out of ten people. Only very few approaches
surpass 90% of accuracy [5, 17]. The approach by Markov et al. [17]
presented at RusProfiling 2017 outperforms all other approaches
with a reported accuracy 93.4%, but even it misclassifies seven out
of a hundred people.

Bsir and Zrigui [3, 4] report that they are able to perform gender
identification on the PAN 2017 corpus of tweets in Arabic with an
accuracy of 79.23%, while they only reach 62.1% on a collection of
Arabic Facebook posts collected by themselves.

Sanchez-Perez et al. [20] perform a machine-learning-based gen-
der identification on a corpus of Spanish-language news articles
containing 5,187 texts from 232 different authors where each author
is attributed to at least 10 texts. They report an accuracy of 75.61%.

One notable exception is presented by Company andWanner [5].
They propose two approaches on long-form texts, one on blog
posts, the other on whole books. The latter approach is the second
most accurate in our accuracy ranking with 91.78%. However, the
approach achieves this result after learning on three books of the
corresponding author and still misgenders two out of twenty-five
people. For any serious use case in the real world, both the amount
of input as well as the accuracy of this approach seem impractical.

Related to this point, we also note that none of the papers moti-
vate their approaches with any practical use case. Some approaches
like the one by Company and Wanner [5] also tackle the more com-
prehensive question of author identification with a similar accuracy
rate as their gender-detection. It is unclear to us what purpose a
gender identification could serve when the author of a text has
been or can be identified as well.

Lastly, we observe that only a few papers discuss the limitations
of their proposed approaches. Even in those rare cases, the limita-
tion sections are limited to solely technical limitations (e.g. issues
with pre-processing of input [1] or the pros and cons of different
learning approaches [20]). The work by Simaki et al. [23] represents
a noteworthy exception. They inspect sociolinguistic properties
(e.g., use of slang) on a corpus of blog posts. While they found
that some properties do have a statistically significant correlation
with the author’s gender (e.g., period length) other properties (e.g.,
interrogative forms) do not correlate. The results of their study may
help to guide machine learning approaches to select better features.
Relatedly, a similarly low number of papers [5, 23] present which
features act as significant gender signifiers according to their learn-
ing algorithms. The general lack of contextualization of one’s work
does indicate a lack of both scientific rigor as well as awareness of
the cultural context that gender and its forms of expression must
be placed into.
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Table 1: Classification of Automated Gender Identification Approaches 2017 - 2019

Approach Training Data Test Data Best Reported Accuracy Gender Model

Team nissim17 at PAN 2017 240,000 Arabic Tweets 160,000 Arabic Tweets 68.31% Binary
360,000 English Tweets 240,000 English Tweets 74.3% Binary
420,000 Spanish Tweets 280,000 Spanish Tweets 80.4% Binary

Team miura17 at PAN 2017 120,000 Portuguese Tweets 80,000 Portuguese Tweets 85.75% Binary

Tellez et al. [25] at PAN 2018 150,000 Arabic Tweets 100,000 Arabic Tweets 81.7% Binary
Daneshvar and Inkpen [6] at PAN 2018 300,000 English Tweets 190,000 English Tweets 82.21% Binary

300,000 Spanish Tweets 220,000 Spanish Tweets 82.0% Binary

Team deepCybErnet at IberEval 2017 4,319 Catalan Tweets 1,081 Catalan Tweets 48.6% Binary
González et al. [7] at IberEval 2017 4,319 Spanish Tweets 1,081 Spanish Tweets 68.6% Binary

Markov et al. [17] at RusProfiling 2017 Tweets from 300 Users Tweets from 200 Users 68.3% Binary
Facebook Posts from 228 users 93.4% Binary
Reviews from 776 authors 61.9% Binary

Bhargava et al. [2] at RusProfiling 2017 Essays from 370 authors 78.4% Binary
Texts from 94 authors in Gender Imitation Corpus 66% Binary

Bsir and Zrigui [3] 240,000 Arabic Tweets 160,000 Arabic Tweets 79.2% Binary
Bsir and Zrigui [4] 240,000 Arabic Tweets 160,000 Arabic Tweets 79% Binary

Facebook Posts from 4,444 users 62.1% Binary
Sanchez-Perez et al. [20] 5,187 Spanish news articles (using cross-validation) 75.61% Binary
Company and Wanner [5] 4,284 Journalistic Posts 89.97% Binary

48 Novels 91.78% Binary

4 DISCUSSION
Our analysis of text-based gender-detection systems has revealed
serious flaws in currently available approaches. The restrictive
binary gender model came as no surprise to us as it is in line with
previous research on image-based gender detection systems. Keyes
[13] analyzed 58 approaches to automated image-based gender
recognition. 55 of which assume gender to be binary. However,
due to the prevalence of people of non-binary genders [9, 10, 15],
this limitation puts into question the usefulness of these systems
even when taking only the technical perspective of developing a
functioning gender-detection system. Placed in a broader societal
context, the consequences may even be grimmer. Such systems
have the potential of furthering the erasure of non-binary people,
should they ever be employed in practice. We are not the first to
come to these conclusions [8, 21]. Hamidi et al. [8] interviewed 13
trans individuals on image-based gender detection systems, all of
whom expressed significant discomfort with such systems.

If gender-detection systems are to be used in practice, one has
to consider two important caveats. First, such systems based on
a binary model directly imply this model for the considered use
case, therefore coming with the aforementioned harms to people of
non-binary genders. On top of that, a classification of people into
a binary gender model for instance for marketing may proliferate
gender stereotypes. Second, due to the lack of accuracy, one has
to consider cases of unclassifiable results and misclassifications
in any practical setting. If access to systems, services, or events

is prohibited due to such a system’s classification personal rights
might be violated and the affected individuals might be prevented
from actively partaking in society. If data from detection systems
is used in scientific studies the lack of accuracy might harm the
overall validity of the study and the use of such systems should,
thus, at least be named in the threats to validity. In our opinion,
these circumstances forbid the use of such systems in any use case,
including but certainly not limited to the pursuit to gather data to
increase gender diversity in specific fields (e.g., computer science).

In the current age of digitalization, we as software engineers
are often the drivers behind technical innovation. However, for
those innovations to not do more harm than good, researchers
need to take into account cultural, societal and political contexts
their tools and systems are situated in. The limitations to current
gender-detection systems discussed both by us and others [8, 13, 21]
demonstrate the shortcomings at least with respect to gender and
may suggest a wider lack of awareness for such contexts altogether.
These shortcomings must be overcome for the field to drive inno-
vation that does not hurt marginalized groups, but protects and
supports them.

5 CONCLUSION
In this paper, we presented a literature survey on the current state
of the art in gender identification. We show that the best approach
available reaches an accuracy of 93.4%, which might not be suffi-
cient for subsequent statistical data processing. In our discussion,
we presented several ethical reservations against such systems and
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conclude that these systems are currently not sufficient to replace
gender self-identification in studies.
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